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ABSTRACT 
We present a novel autostereoscopic optical see-through 
system for Augmented Reality (AR). It uses a transparent 
holographic optical element (HOE) to separate the views 
produced by two, or more, digital projectors. It is a mini-
mally intrusive AR system that does not require the user to 
wear special glasses or any other equipment, since the user 
will see different images depending on the point of view. 
The HOE itself is a thin glass plate or plastic film that can 
easily be incorporated into other surfaces, such as a win-
dow. The technology offers great flexibility, allowing the 
projectors to be placed where they are the least intrusive. 
ASTOR’s capability of sporadic AR visualization is cur-
rently ideal for smaller physical workspaces, such as our 
prototype setup in an industrial environment.  
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1 INTRODUCTION 
The combination of real and virtual objects in Augmented 
Reality (AR) requires see-through displays, which can be 
either video or optical see-through. Video see-through 
head-mounted displays (HMDs) are significantly more 
popular than optical see-through HMDs primarily because 
of availability and calibration issues. However, optical see-
through displays are the preferred choice in many applica-
tions in which a “direct” view of the world is desirable. 
Navab, for instance, discusses the need for optical see-
through displays in industrial applications due to safety and 
security reasons [8].  

The intrusiveness of the current display technology is a 
problem in current AR systems. While there have been sig-
nificant advances in this research area, resulting in increas-
ingly smaller head-worn-displays, such as the displays de-
veloped by Minolta [7] and MicroOptical [14], we believe 

that the area of projection-based AR is fairly unexplored 
and has great potential in terms of achieving AR with 
minimal intrusion. 

This paper presents a novel projection-based AR system 
with an optical see-through display where a holographic 
optical element (HOE) is used for autostereoscopy. The 
details on the HOE are provided in a previous paper [6]. 
This is a “walk-up-and-use” 3D AR system where the user 
does not have to wear any equipment, since different im-
ages will be seen depending on the user’s position.  

In the remainder of this paper we present related work in 
Section 2, followed by a description of the technology in 
Section 3. We discuss our prototype AR system, set up in 
an industrial environment in Section 4. Finally, we provide 
conclusions and future directions in Section 5 and 6. 

 

 

 

 

 

 

 

 

 

Figure 1. The principle of the display used for our autos-
teroscopic optical see-through augmented reality sys-
tem. A smaller transparent holographic optical element 
(30×40 cm) in the center of the larger window separates 
the two projected views, so that each eye is presented 
with a different perspective, thus creating a stereoscopic 
effect. The annotations and the cylinder represent virtual 
objects. 



Olwal, A., Lindfors, C., Gustafsson, J., Kjellberg, T., and Mattson, L. ASTOR: An Autostereoscopic Optical See-through Augmented Reality System.  
Proceedings of ISMAR 2005 (IEEE and ACM International Symposium on Mixed and Augmented Reality), Vienna, Austria, Oct 5-8, 2005, pp. 24-27.  

 

2 RELATED WORK 
The AR community is continuously striving for ubiquitous, 
minimally intrusive AR systems. While most AR systems 
employ video see-through HMDs, it is also possible to run 
AR applications on handheld computers [12, 16]. A hand-
held computer is far less intrusive than an HMD but inher-
its many of the disadvantages of video see-through dis-
plays. AR can also be achieved through direct projection of 
graphics onto real-world objects [11], but this does not al-
low the introduction of arbitrarily positioned virtual objects 
in 3D space, such as annotations. Bimber et al. realized the 
potential of projection-based AR systems and implemented 
a back-projection system using a semi-transparent mirror 
[3]. In contrast to our approach, their use of a semi-
transparent mirror limits the possible projector configura-
tions and requires the user to wear shutter glasses. Another 
setup combines a static hologram with a dynamic stereo-
graphic display where either a lenticular sheet display or 
active shutter glasses are used [2]. The display solution we 
use may also play the role of the dynamic display in such a 
setup and would in contrast have the potential to offer an 
autostereoscopic system without the need for tracking. As 
such it could also be used in multi-user applications.  

Wuest and Lakes [17] used an HOE in a stereographic see-
through display and suggested its application in head-up 
displays for aircraft and automobiles, or as a visual aid to 
machine assembly or surgery. Ando et.al. [1] show a very 
similar display and demonstrated it in a HMD for AR. The 
HOE used is, however, quite different from the one used by 
us since one hologram recording is required for each per-
spective view, which may affect the image quality when 
more than two views are desired. 

3 THE AUTOSTEREOSCOPIC AR SYSTEM 
Autostereoscopic displays, in contrast to conventional AR 
displays, do not require the viewer to wear optical aids. One 
class of autostereoscopic displays is multiview displays, 
which apply some optical system to send a number of 2D 
views of a scene to separated portions of the 3D space. The 
number of views for a 3D display has, of course, to be at 
least two; one for each eye. More views provide the possi-
bility to “look around”, i.e., to move and see the scene from 
a different angle without the use of a tracking system. 

The Interaction Table [6] is a multiview system that uses 
an HOE as the component separating the views and can be 
used in a see-through configuration. The views are dis-
played in real-time using digital projectors in a method 
similar to the one described by Newswanger [9]. Previous 
work has used Newswanger’s technique [13, 15, 18] with 
the HOE illuminated in transmission, while our version 
works in reflection. 

The HOE in our system forms a holographic image of a 
light-diffusing screen. When the HOE is illuminated, the 
light will reflect as to create a real image of the diffusing 
screen floating in front of the HOE plate (See Figure 1). 
The diffusing screen can be made extended in the vertical 

direction and narrow in the horizontal direction, such that 
its image will form a vertical slit. The HOE will produce 
one slit image for each light source (i.e., projector) that 
illuminates it. The light from the left projector in Figure 1 
will thus pass through the right slit. The image produced by 
the projector is focused on the HOE and will only be visible 
when viewed through the slit. In the same way, the image 
produced by the right projector can only be seen through 
the left slit. The slits can be lined up side by side through 
adjustment of the relative projector positions. Using the 
same HOE, more projectors can be added to increase the 
number of perspective views and enlarge the viewing zone. 
The same HOE used in this work is used with four projec-
tors in the current Interaction Table prototype, which al-
lows the user to move between three stereoscopic views. 

The HOE is produced in an ultra-fine grain silver-halide 
emulsion, taking advantage of the high sensitivity and large 
formats available for this material. The size of the first pro-
totype HOE is 30×40 cm. The contrast was measured to 
94:1 and found to be largely dependent on the contrast of 
the projectors [5]. The ratio of light level outside the view-
ing slit to that in the slit can be used as a cross-talk meas-
ure. It was found to be 0.7 % and is dependent on hologram 
quality [5]. The use of a grainless holographic material, 
such as dichromated gelatin or a photopolymer, would de-
crease the scattering and could thus reduce the cross-talk. 

The projectors are mounted on geared stands and are cali-
brated by the manual alignment of a projected line-art 
graphics pattern. The HOE needs no alignment since a lat-
eral displacement will have little effect on the 3D image. 

This display is suitable for AR applications since it pro-
vides good see-through capabilities, more than sufficient 
brightness, and does not physically interfere with the real 
scene seen through it. 

Hardware 
Consumer-grade projectors (HP iPAQ 3800, 1024×768 
pixels) provide reasonable keystone correction control and 
their dimensions allow them to be mounted close to each 
other while maintaining adequate cooling conditions. Each 
projector is driven by a separate computer (2.5 GHz CPU, 
256 MB RAM, NVIDIA GeForce4 MX 440-SE). The opti-

Figure 2. A view of the lathe, as seen through our 
optical see-through display. Here, additional an-
notations and visualization supplement the view. 
Our autostereoscopic display makes it possible to 
experience real and virtual objects in 3D without 
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cal see-through requires only simple graphics to be ren-
dered, which allows our application to run at interactive 
framerates of at least 30 fps. 

Software 
We extended the architecture by Gustafsson and Lindfors 
[4], which, most importantly, provides calibration and per-
spective management, so that the correct view of the scene 
is rendered to each projector. Java3D is used for rendering 
and Java Remote Method Invocation for communication in 
a client/server architecture over TCP/IP.  

Unit [10] is a modular dataflow framework that we use for 
interactive control. Its support for various input devices 
allows direct and convenient interaction through physical 
buttons, sliders and knobs, which is especially useful in our 
3D application where a mouse-based user interface with 
widgets would be impractical. 

4 PROTOTYPE SETUP 
We have tested our system in a proof-of-concept setup on 
an industrial lathe (SMT Swedturn 300). This machine pro-
vides a rich set of measurement data from the lathing opera-
tions it performs. The operator overlooks the operation 
through a large safety window while a computer to the left 
of the machine provides measurement data and means for 
manual control. Values that could be of interest to the op-
erator are for example: cutting forces, revolutions per min-
ute (rpm), tool operating times, temperatures, positioning, 
clamping pressures and tailstock pressures. 

During informal interviews with production engineers that 
are using the machine for manufacturing research, it be-
came evident that their current setup forced them to divide 
their attention between the machine and the control com-
puter. Our proposal for an AR approach, with measurement 
data visualized next to the relevant parts in the machine, 
received enthusiastic responses from the production engi-
neers. In particular, they liked the idea of simultaneously 
being able to monitor the values and the movement in the 
machine. 

An operator typically inspects values and program execu-
tion on multiple machines in-between other tasks. This spo-
radic need for AR visualization makes it unreasonable to 
require the operators to wear head-mounted-displays or 
shutter glasses. 

Our current prototype setup uses two projectors and an 
HOE mounted on a stand in front of the safety window.  
The operator can look through the HOE and see various 
measurements seemingly next to the relevant parts in 3D 
(See Figures 2 and 3). The HOE could even be integrated 
into the safety window, since it can be manufactured as a 
transparent plate or film. This still allows the safety win-
dow to be arbitrarily large regardless of the size of the re-
gion providing the AR visualization. 

5 CONCLUSIONS 
In this paper we described a novel autostereoscopic optical 
see-through AR system. An HOE makes it possible to si-
multaneously display different images on a single transpar-
ent surface where each image is visible only within a small 
viewing angle, which allows each eye to be presented with 
a different perspective.  

The number of views are not only limited to the number of 
projectors used, but they are also constrained to lie along 
the horizontal axis, meaning that our display suffers from 
the image distortions inherent in all horizontal-parallax-
only displays [4]. In addition to the lateral distortion, the 
apparent depth position of an image point will change when 
the viewer moves closer to or farther away from the HOE. 
The image points will hence not have an absolute mapping 
to the real world since their position will vary somewhat as 
the viewer moves around. For the type of applications we 
have tested, where the viewer remains reasonably station-
ary, we find the positioning accuracy to be more than satis-
factory.  

The current prototype can only show monochrome red im-
ages but the development of a color version should be 
straightforward after a color-capable HOE has been manu-
factured, since we expect that the same off-the-shelf projec-
tors can be used without additional hardware.  

The HOE requires the user to focus on the display and the 
objects behind it at the same time, which is a disadvantage 
compared to half-silvered mirrors. This makes our display 
more suitable for small work spaces. We did not experience 
any noticeable problems in our experiments, where the user 
was 40-80 cm in front of the display, and the objects were 
20-80 cm behind it.   

Many display characteristics, such as projection angles and 

 

 

 

 

 

 

 

 

 

 
Figure 3. The prototype setup. Two projectors pro-
vide different views of the scene, which the holo-
graphic optical element (HOE) directs to each of the 
operator’s eyes. This could allow the operator to see 
measurements next to relevant parts in the machine 
instead of having to read them off the control com-
puter to the left. The HOE is mounted in a frame in 
front of the machine, but could, since it is transpar-
ent, be integrated into the safety glass in the future. 
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support for front- and back-projection, can be chosen when 
the HOE is manufactured. This provides the system with 
flexible configuration possibilities and allows the projectors 
to be placed at the most convenient location. As illustrated 
in Figure 1, the system does not require that the angle of 
incidence is equal to the angle of reflection.  

6 FUTURE WORK 
We are currently investigating methods to increase the 
number of views in a cost-effective manner. This can be 
done through the addition of off-the-shelf projectors or by 
other optical means. The research on the manufacturing of 
the HOE is also work-in-progress where we aim to develop 
a larger, full-color HOE and formally evaluate its perform-
ance. It is also possible to manufacture an HOE that could 
be illuminated in transmission, i.e., the projectors can be 
placed behind the HOE. 

Our ongoing work involves addressing the limitations of 
the horizontal-parallax-only display. In our effort to avoid 
having the user to wear any equipment we are currently 
investigating vision-based techniques to acquire the user’s 
position relative to the display. Eye tracking and distance 
sensing would allow the projection to be corrected as the 
user moves vertically or varies the distance to the display. 

Additionally, we are working on more advanced AR appli-
cations for our industrial machine. Examples include dis-
playing real-time force data as 3D vectors and to build an 
interactive simulator for the NC programming language 
(Numerical Control is a language for controlling industrial 
machine operations). This would allow the operators to 
safely simulate their programs with virtual machine parts in 
the physical work space, without the risk of damaging the 
equipment. 

Autostereoscopic optical see-through system would be use-
ful in numerous situations where sporadic access to AR 
data is desirable and could become an interesting alterna-
tive to traditional HMD-based AR. 
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