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Seamlessly enhancing the senses.
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The vaord of Dam'ocles (Sutherland 1968)
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Head-worn

-
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Head-worn

Everywhere Displays [Pinhanez et al. 2001], iLamp Projectors [Raskar et al. 2003],
On-board Mixed Reality Projector [Karitsuka & Sato 2003], Transflective Surfaces [Bimber et al. 2000],
Cell phone [M6hring & Bimber 2004], NaviCam [Rekimoto 1997], PDA [Wagner & Schmalstieg 2003]




- Digital Desk [Wellner 1993)



Interactive Surfaces & Tangible Uls

* Display 2D graphics ey D

e Sense on & above surface
e Detect & augment objects

lens  phicon  tray

DigitalDesk [ Wellner 1993 |

Tangible Bits [ Ullmer & Ishii & Buxton 1997 ]

Augmented Surfaces [ Rekimoto & Saitoh 1999 |

PlayAnywhere / PlayTogether [ Wilson 2005 / Wilson & Robbins 2006 |




Ubiquitous Computing

Weiser 1991

Ubiquitous
e Displays

e Sensing

e Connectivity

Devices
e Tabs, pads & boards
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M Shoot a Video

NaviCam

Navicam (Rekimoto 1995)




Spatially Aware Displays

e Tracked display
 Focus + context

Chameleon [ Fitzmaurice 1993 ]

NaviCam [ Rekimoto 1995 |

Augmented Notebook [ Mackay et al. 2002 |

Focus + Context displays [ Baudisch et al. 2002 ]
VITA [ Benko et al. 2004 ]

Ubiquitous graphics [ Sanneblad & Holmquist 2006 ]
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Human — computer interaction

* |nteraction techniques & technologies

e Augmented reality
e Medical & health applications
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SenseShapes

Multimodal interactio

ISMAR 2003 [Olwal, BenkoleiE@iner] A
ICMI 2003 [Kaiser; Olwal, McGee, Be ko, C
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ASTOR

Transparent window with autostereoscopic 3D overlays

—

holographic optiEaI element

j \ j \ Viewing angle = 0° ale:

SPIE 2008 [Olwal, Gustafsson & Lindfors]
ISMAR 2005 [Olwal, Lindfors, Gustafsson, Kjellberg & Mattson]
SIGGRAPH 2004 Sketches [Olwal, Lindfors & Gustafsson]
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video:

http://web.media.mit.edu/~olwal/?astor video




Immaterial displays

Face-to-face, reach-through & walk-through interaction

-

3DTV Book 2008 [DiVerdi, Olwal, Rakkolainen & Hollerer]
VR 2006 [Olwal, DiVerdi, Rakkolainen & Hollerer]
SIGGRAPH 2005 Emerging Technologies [Rakkolainen, DiVerdi, Olwal, Candussi & Hollerer]




video:

http://web.media.mit.edu/~olwal/?immaterial video




SurfacekFusion

Sensing & augmenting everyday objects

Gl 2008 [Olwal & WilSom




video:

http://web.media.mit.edu/~olwal/?surfacefusion video




TANGIBLE Uls & MOBILE AR

SurfaceFusion
RFID + vision - ID + track everyday objects

1 L,'I,-__gl'l‘l N
Gl 20080BIwal & \A

LUMAR
Hybrid 2D + 3D handheld AR

LightSense

Dynamic augmentation of printed media

ISMAR 2006 [Olwal]

Hybrid surface interaction
Distributed interaction with large displays




Spatially aware handhelds

Enhancing interaction with large displays

TEI 2009 [Olwal & Feiner]
INTERACT 2009 [Olwal]




video:

http://web.media.mit.edu/~olwal/?lightsense video




Spatially aware handhelds

Mobile devices — expanded capabilities

S i
'TE| 2009 [Olwal & Feiner]

Touch-screen techniques
Minimal gestures for precise interaction
— -

CHI 2008 [Olwal, Feiner & Heyman]

Collaborative interfaces
Multiple users, devices & locations

INTERACT 20771 Tolwal, Frykholm, Groth & Moll]

3D Iinteraction
Mobile, gestures, touch, eye tracking, ...
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NordiCHI 2008 [Olwal]




SpeckleSense: 20 ptical moti
Fast, precise, low-cost & ¢ _




videos:

http://web.media.mit.edu/~olwal/?specklesense video

http://web.media.mit.edu/~olwal/?specklesense handheld video




Specklekye: Gestural interaction for Ubicomp

Open source software + hardware platform for embedded electronics
www.specklesense.org
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CHI 2012 Extended Abstracts [Olwal, Bardagjy, Zizka & Raskar]



Jamming user interfaces Multimodal motion guidance
Stiffness & sensing for malleable devices Dynamic tactile feedback for motor training

SpeckleSense SpeckleEye

2D + 3D optical motion sensing Gestural interaction platform for embedded electronics

patial 3D tr




Expressive weather

Robotic facade display with- weather sayings
www.tactam.com

Tom Tits Experiment 2011 [Tactam & Glittermek]




TACTAM (company] www.tactam.com

Exhibit Surface Hybrid Surface

Multi-touch + RFID Sensing & interaction for objects & mobile devices
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Expressive weather PeopleBandit
Robotic facade display with weather sayings Oversized slot machine - remixes 1000 locals
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Tangible Video Editor (2006







SpeakCup (2007)







video: http://jamiezigelbaum.com/slurp




g-stalt (2009)




video: http://jamiezigelbaum.com/g-stalt
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limepiece Explorer (2010




video: http://jamiezigelbaum.com/timepiece-explorer







video: http://jamiezigelbaum.com/reach
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video: http://jamiezigelbaum.com/this-too-shall-pass







video: http://jamiezigelbaum.com/six-forty-by-four-eighty




Six-Forty by Four-Eighty (2010]




Resolution (2012]




lamiezigelbaum.com/resolution







Barista Bot (2013)
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Cambridge Workshop

Jake Bernstein: Ph.D. candidate, MIT Media Lab

Eric Gunther: founder, Sosolimited
Lauren McCarthy: designer, programmer, artist

Dan Paluska: artist, roboticist
Nadya Peek: Ph.D. candidate, MIT Center for Bits and Atoms
David Robert: Ph.D. candidate, MIT Media Lab

New York Workshop

Christine Creamer: product developer

Amanda Parks: media designer & technologist

James Patten: founder, Patten Studio

Marko Tandefelt: director of technology & research, Eyebeam
Richard The: senior designer, Google Creative Lab
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Expectations of cognitive capabilities
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Eyal Ophir?, Clifford Nass®', and Anthony D. Wagner¢

Chronic media multitasking is quickly becoming ubiquitous, al-
though processing multiple incoming streams of information is
considered a challenge for human cognition. A series of experi-
ments addressed whether there are systematic differences in
information processing styles between chronically heavy and light
media multitaskers. A trait media multitasking index was devel-
oped to identify groups of heavy and light media multitaskers.
These two groups were then compared along established cognitive
control dimensions. Results showed that heavy media multitaskers
are more susceptible to interference from irrelevant environmental
stimuli and from irrelevant representations in memory. This led to
the surprising result that heavy media multitaskers performed
worse on a test of task-switching ability, likely due to reduced
ability to filter out interference from the irrelevant task set. These
results demonstrate that media multitasking, a rapidly growing
societal trend, is associated with a distinct approach to fundamen-
tal information processing.

attention | cognition | executive function | multitasking |
working memory

n an ever-more saturated media environment, media multi-

tasking—a person’s consumption of more than one item or
stream of content at the same time—is becoming an increasingly
prevalent phenomenon, especially among the young (1). Re-
searchers have examined the immediate effects of multitasking,
and of media multitasking in particular, on memory, learning,
and cognitive functioning (2-4). However, it is unknown
whether and how chronic heavy multitaskers process informa-
tion differently than individuals who do not frequently multitask
(viewing multitasking as a trait, not simply a state). This issue

Cognitive control in media multitaskers

aSymbolic Systems Program and PDepartment of Communication, 450 Serra Mall, Building 120, Stanford University, Stanford, CA 94305-2050;
and ‘Department of Psychology and Neurosciences Program, Jordan Hall, Building 420, Stanford University, Stanford, CA 94305-2130

Edited by Michael I. Posner, University of Oregon, Eugene, OR, and approved July 20, 2009 (received for review April 1, 2009)

media multitasking index to determine the mean number of
media a person simultaneously consumes when consuming me-
dia and selected those individuals who were heavy media mul-
titaskers (HMMs were one standard deviation or more above the
mean) or light media multitaskers (LMMs were one standard
deviation or more below the mean) on this index. We then
examined these groups’ abilities on cognitive control dimensions
that could indicate a breadth-bias in cognitive control at differ-
ent control loci: the allocation of attention to environmental
stimuli and their entry into working memory, the holding and
manipulation of stimulus and task set representations in working
memory, and the control of responses to stimuli and tasks.

Filtering Environmental Distractions: Filter and AX-CPT Tasks. In a test
of filtering ability (10)—an ability that can point to a breadth
orientation in allowing stimuli into working memory—
participants viewed two consecutive exposures of an array of
rectangles and had to indicate whether or not a target (red)
rectangle had changed orientation from the first exposure to the
second, while ignoring distractor (blue) rectangles (Fig. 14). We
measured performance for arrays with two targets and 0, 2, 4, or
6 distractors. Repeated-measures ANOVA revealed a
group*distractor level interaction (Fig. 1B), F (1,39) = 4.61,P <
0.04: HMMSs’ performance was linearly negatively affected by
distractors, F (1, 18) = 9.09, P < 0.01, whereas LMMs were
unaffected by distractors, demonstrating that LMMs have the
ability to successfully filter out irrelevant stimuli, F (1,21) = 0.18,
P > 0.68.

Further evidence for HMMs’ tendency to allow irrelevant
stimuli into working memory emerged on the AX-CPT variant
(11, 12) of the Continuous Performance Task (13). This task
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Why are remote people so much more important?







Stop mushroom foraging in Macau

and come back to dinner.
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@ '
‘ End User License Agreement (ELILA)

Flight Sim Deselopers (FSD) EULS Agreement
FSD add-on zoftware for Microzoft Flight Simulator,

IMPORTANT-READ CAREFULLY: BY INSTALLING THIS SOFTW&RE O ARE
AGREEING TO THE TERMS SPECIFIED BELCWA

Thiz FSD End-User License Agreement ["ELILA") iz a legal agreement
between pou (either an individual or a single entity] and FSD,

for the softvare product identified abowve, "SOFTWARE PRODUCT" iz
hereby identified az, and includes, any or all computer zoftware,
arzociated media, printed matenialz, and “online” or electronic
documentation aszaciated with it. By installing, copying, or

otherwise using the SOFTWARE PRODULCT, you agree to be bound by
the terms of this ELILA. | you do not agree to the terms of this

EULA, do not install or uge the SOFTWARE PRODLCT.

SOFTWARE PRODUCT LICENSE

The SOFTWARE PRODUCT iz protected by copyright laws and
international copyright treaties, as well as other intellzchual

property laws and treaties. The SOFTWARE PRODUCT iz licensed, not

If you agree o the above terms press ' Accept”. Othenwize press "Cancel” to cancel

installation.
[ | Accep\k_] [ Cancel ]







L ocal vs. Remote
Focused vs. Distracted

Unified vs. Fractured

Present vs. Absent
Now vs. Later




The following are exercises to do at home!

Please send us your results
[drawings, text, video, or whatever).

olwall@dmedia.mit.edu

Jamieldzigelbaum.com




Writing Exercise 1:

Write an entry for the DSM V| explaining a future
psychiatric disorder arising from AR interfaces.



Writing Exercise 2:

Write a letter to sex and relationship advice author
Dan Savage in 2025, asking advice for an AR-
related sexual dysfunction.



Writing Exercise 3:

Write a letter from a lawyer to a defendant laying
out the strategy of defense for their AR-related
crime.



Performance Exercise 1:

Have a conversation with a friend while you pretend
to be using an imaginary future AR device. They
have to guess what it Is afterwards.



Performance Exercise 2:

Augmented Reality charades. Imagine a future AR
iInterface then stand up in front of your friends and
act it out. They can instruct you on what's
happening in your world, e.g. “you're about to be hit
by a bus!” and you have to react as you would with
that interface. They try to guess what the interface
S.
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